A WHITE PAPER

Cisco Routing Techniques

Migrate from Software to Hardware Routers

Topic Summary:
e Software routers easy, inexpensive to setup but fundamentally sub-optimal
e Hardware routers require planning and configuration / programming
e VLANSs provide additional protection but require additional planning

e Hands-on Use Cases: Migrate from Software to Hardware Routers
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1.0 Introduction

This paper is the result of study and hands-on application of Cisco routing techniques based on the pursuit of
the Cisco Certified Network Associate (CCNA) certification. The paper is geared towards system administration
and security administration professionals who encounter network routing questions and concerns as part of an
organization’s security posture. An effective network security posture demands a strong router infrastructure;
this set of Cisco-oriented whitepapers aims to provide detailed network administration documentation and use
cases to aid entry- and mid-level network engineers.

In this paper, the reader follows along as a set of software routers are migrated to Cisco hardware routers.
Software routers, while easy to setup and maintain, suffer from a number of performance and security issues:

e Non-purpose-built solution results in additional CPU processing and lower overall bandwidth
e Security patches are not specifically tailed to routing infrastructure needs

e Monitoring and management functions are — at best — substandard compared to dedicated hardware
solution

This paper begins by outlining the current state within a small — but quite real and used — lab. The lab moreover
is hardened to military standards and provides services to a number of consumers, but was initially constructed
entirely with software routers. As dedicated hardware become available, this state of affairs required a change;
namely, migrate the software routers to their dedicated hardware equivalent. Follow along to see how this was
performed within a minimal impact on the lab’s overall availability (not to mention confidentiality and
integrity!).

2.0 [ENCLAVE] Routing

This document provides build information on how routing was setup in a real military test network enclave.
(Referred to “[ENCLAVE]” throughout this whitepaper.) In this enclave, all routing was originally performed
using software routers as documented due to hardware constraints; namely, the lack of available hardware! The
hardware problem was finally overcome in Summer, 2013 and the Government leads directed all software
routing functions to be migrated to hardware using newly-available Cisco 3560-G Layer 3 switches. This
document leads the admin through the necessary steps to implement hardware routing, with the software
router conversion process as a use case. In the event of a full environment rebuild, there is no need to rebuild
the software routers as the steps outlined in this document cover the setup and configuration necessary for
hardware routing to occur.

2.1 Desired Logical Outcome

The following simple diagram shows the logical routing outcome desired:

Cisco - Software Router Migration Page 1



Cisco Routers: Migrate from Software to Hardware Routers

Cisco 3560-
G L3 Switch
- INGRESS

ASA-5520
Firewall

Server 2008
RRAS - NAT

e T —

Ci

sco 3560-G
VLAN n
ROUTER

Cisco 3560-G
VLAN 230
ROUTER

Cisco 3560-G
VLAN 210
ROUTER

Cisco 3560-G

VLAN 220
ROUTER

H_B H_0 BN

Notice that the drawing still includes a single software router (“Server 2008 RRAS — NAT”). This is because the
Cisco 3560-G Layer 3 switch does not support Network Address Translation (NAT). Therefore, for the [ENCLAVE]
enclave to be private requires the single Windows software router that can perform the NAT function. A future
upgrade to provide a true Cisco NAT’ing router (such as a Cisco 3640 router) will eliminate this need.

Figure 1: Desired Routing Outcome

2.2 Simplified Current Physical Connectivity

The following drawing shows a simplified physical connection suitable for almost all routing. The astute reader
will notice that this layout suffers from single-points-of-failure; individual switches are connected via a single
port. If the port (or any switch) goes down, then network connectivity is lost. However, for this lab environment
there is less concern over outages. (A full discussion of redundant switching and related spanning tree issues is
beyond this routing guide.)
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The physical connectivity differs from the desired logical outcome with the addition of the NetGear Layer 2
switches (one per rack of servers) in conjunction with the fact that only a single Cisco 3560-G Layer 3 switch
exists. What this means is that the Cisco 3560-G switch will perform double-duty: both as an ingress point to
the enclave as well as performing hardware routing functions inside the enclave. This approach is suboptimal;
all enclave-specific processing needs to be performed using dedicated enclave hardware rather than “double-
dipping” into edge hardware. However, the lack of another Cisco switch / router forces us to take this
suboptimal approach.

Figure 2: Current Routing Infrastructure

2.3 Use Case #1: Migrate a Software Router to Hardware

This use case is instructive in that it clearly identifies the configuration necessary on each device (Cisco,
NetGear, and Hitachi switches). This use case also demonstrates how to use the Cisco 3560-G switch as a router
and how to tie the [ENCLAVE] enclave infrastructure to use that router.

2.3.1 Software Router As-Is

This section briefly highlights the relevant pieces of the existing software routing infrastructure.

e VLAN s 222 —this is allocated VLAN for a local enclave Web site. Within the containing vSphere
virtualized environment, a distributed portgroup dvPgOvDCtestCAMos exists:

Cisco - Software Router Migration Page 3



t‘j F;IJ.§I Cisco Routers: Migrate from Software to Hardware Routers

IHETITUTE

L_% dvPgOvDCtestCAM - Edit Settings

General WLAN type: | VLAN |~ ]
Advanced WLAN 1D: 222 %
Security
Traffic shaping

LAN

Teaming and failover
Monitoring

Miscellaneous

e The allocated subnet for this distributed portgroup is 172.24.144.0/22 (1022 addressable hosts).
Gateway is 172.24.144.1 and is allocated to software router ROUTERX002RX (172.24.1.2 on the physical
subnet):

2 Routing and Remote Access

e | acton vew Help
&= 2[mXE s =

N

Server Status = = =
= 2 ROUTERX002RX (local) Ype 1ess
E Network Interfaces -'EExPhysHosls Dedicated 172.24.1.2
5 Remote Access Logging & | = VMNetwork Dedicated 172.23.4.1
28 Pva 22 Loopback Loopback 127.0.0.1

= General 2 nternal Internal Not available

E Static Routes fFor POC dvPgTest Dedicated 172.24.144.1

= & 1Pve 22For POC dvPgDev Dedicated 172.24.140.1
'EE AlHostsGrid03 Dedicated 172.24.9.1
23 AlHostsGrid02 Dedicated 172.24.8.65
'a? AlHostsGrid0 1 Dedicated 172.24.8.1

22 AlAppsGrid03 Dedicated 172.24.136.1

E‘EAIAppsGridOZ Dedicated 172.24.132.1

22 AlappsGrid0 1 Dedicated 172.24.128.1

e To add to the fun, the vSphere virtualized environment is further abstracted using the vFabric
Application Director (vAD). Within the vAD, only a single deployed application uses the target subnet.
The application has both a “DMZ” subnet (172.20.0.1/17, 32766 addressable hosts) which is used by a
load balancer appliance and the 172.24.144.0/22 subnet which is used only for internal
communications inside the vApp:

Cisco - Software Router Migration Page 4



Cisco Routers: Migrate from Software to Hardware Routers

All existing VLAN trunking is performed on existing physical Layer 2 switches.

2.3.2 Setup VLAN Definitions

This section provides guidance on setting up Virtual Local Area Networks (VLANs) on each of the Cisco 3560-G,
NetGear GS748TS, and Hitachi CB2000 switches making up the target enclave. A VLAN helps to ensure network
security as well as to optimize throughput by allowing the same physical network cable(s) to transport isolated
network traffic; each frame placed on the wire has a “VLAN tag” that conforms to the IEEE 802.1q specification.
VLANSs restrict the “broadcast domain” of tagged network packets; destination stations (computers) not
explicitly allowed to see a particular VLAN never receive the network packet.

VLANSs are typically implemented at the network switch at Layer 2 and applied to a specific switchport.
Switchports can be configured to accept untagged (“switchport mode access”) or tagged (“switchport mode
trunk”) traffic; because the VLAN trunking is performed at the switch, connected stations have no ability to
modify the type of network traffic that they receive.

Typical uses of VLANSs are to divide large network infrastructures into multiple “broadcast domains” (subnets) to
improve performance, as well as to ensure that specific types of traffic (such as management only, or database
backend, or storage commands) is kept truly isolated from other traffic such as general purpose network
communications.

1. Cisco 35645.This is the Layer 3 routable switch that will be used to replace the existing software
router. Within this switch, use the vlan command as shown below for the 222 VLAN necessary for the

use case. All other VLANs would be defined the same way:

vlan 222

name " 222 - OvDCtestCAM"
state active

no shut

The same steps are performed for any other VLANSs that will receive an IP address on the Cisco 3560-G.
Note that the Cisco 3560-G does not require a VLAN to be defined if a switchport will only allow tagged
traffic (this is different from either the NetGear or the Hitachi CB2000 switches — discussed below —
which always require VLANs to be defined prior to use). Note that the Cisco 3560-G doesn’t store VLAN
definitions in “running - config ” but instead in a separate VLAN database; use the “show vlan
brief ” command to view the list of VLANs within the VLAN database:
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2. NetGear GS748T#$his is a Layer 2 switch which provides a “top-of-rack” solution within the enclave.
For this switch, there is no command-line interface as with the Cisco switch; instead, use the Web-
based user interface (Ul) to create the necessary VLANs. The following screenshot shows not only the
VLAN 222 created but also all other VLANs used in the [ENCLAVE] environment:
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-

NETGEAR’

Connect with Innovation ™

Switching

QoS Security Monitoring Maintenance

Ports | LAG | VLAN | STP | Multicast | Address Table

Basic VLAN Configuration

VLAN Configuration
# WLAN Membership VLAN ID VLAN Name
# Port PVID
Configuration

default Default
I_ 200 RESERVED Static
roam TEST1 Static
22 TEST2 Static
r 2o TEST3 Static
- 204 TEST4 Static
r ozos TESTS Static
' 210 Management Static
- 211 Access Static
' 213 wMotion Static
- 220 WiNetwork Static
m OvDCdevCAM Static
- 222 OvDCtestCAN Static
23 DMZ Static
M 240 iSCSI Static

Note that a VLAN must be defined before it can trunked to a switchport. The above shot shows the 222
VLAN clearly.

3. Hitachi CB200The target enclave uses Hitachi CB2000 blades for its compute backbone. The CB2000
comes with four embedded Layer 2 switches (more-or-less Cisco compatible but certainly not Cisco
products). As with the NetGear switch, all VLANs must be defined on the Hitachi CB2000 before they
can be trunked to a switchport. Unlike the Cisco 3560-G, the Hitachi CB2000 switch stores VLAN
definitions as part of the “running - config ”. Configuration is similar to the Cisco 3560-G except there

is no need for “no shutdown ” as part of the configuration.

vlan 222
state active
name AOvDCtest CAMO

Once necessary VLANSs are created, continue to the next section.

2.3.3 Setup VLAN Trunks
In order for VLAN traffic to flow, the VLANs must be “trunked” to a switchport. What this means is that the
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individual swithport within the switch will allow traffic only if it is tagged with a specified VLAN (or set of VLAN
tags). To set this up for this enclave use case, the following systems must be configured:

1. Cisco 35685 switchport gO4.The Cisco setup requires the switchport to be configured to permit

tagged traffic. Do this by executing the following:

interface GigabitEthernet0/4
description Enclave routing interface
switchport trunk encapsulat ion dotlq
switchport trunk allowed vlan 201 - 205,210,211,213,220 - 222,230
switchport mode trunk

Note that the allowed VLANs include much more than the use case “222”; for a full set of VLANs within
the [ENCLAVE] environment please refer to the “APG Cloud VMs.xlsx” document.

2. NetGear GS748TS switchport®he NetGear switch is different in that there is no command-line
interface. To setup VLAN trunking on a switchport, use the VLAN Membership screen (from the
Switching user interface menu). The following example shows how how defined VLAN 222 is associated
to the switchport 4 that is connected to the Cisco 3560-G switchport g0/4:

VLAN Membership . .
Uplink to Cisco 3560-G

VLAN Membership Uplink to Hitachi

Group Operation

VLAN Name
GGED PORT MEMBERS
vJl.ll'li‘l'l
GEPort ) o2 0z oafpe 06 07 08 09 10 11 12 13 14 15 16 17 18 1c
HinInETNiNinniniNIninINininInininEn
GEPort 55 36 4% 28 20 30 21 32 32 34 35 36 37 38 39 40 41 42 43
HiEiNiinininininininininininin g NN
L]
JLAG

Be sure to apply the VLAN tagging to all necessary switchports; in the example above we tie both to the
Cisco 3560-G switch (port 4 from the shot above) *and* the Hitachi CB2000 switch (port 26 from the
shot above). It goes without saying that maintaining accurate network documentation is a must for this
effort.

3. Hitachi CB2000 switclThis is a slightly different case in that there are two sets of switchports that
must be configured. First, the uplink switchport from the CB2000 switch to the NetGear switch must be
configured to support the necessary VLANSs. Second, the internal switchports connecting the Hitachi
blades to the CB2000 switch must be configured to permit the same VLAN tagged traffic. The following
example shows how VLAN 222 from this use case would be assigned to both sets of switchports from

enabled configuration mode:

! this configures the uplink from the CB2000 switch to the NetGear switch
int gig 0/1
description
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K st

switchport mode trunk

switchport trunk allowed vian add 222

no shut

exit

I this configures the internal links from the blades to the CB2000 switch
int range gig 0/5 -11

switchport mode trunk

switchport trunk allowed vian add 222

no shut

Note that there
encapsulation dotlq

is no need (or support for) the Cisco command “switchport trunk
” —that command does not exist for the Hitachi CB2000 switch.

At this point VLAN trunking is setup for the initial use case.

2.3.4 Current Router Information

Routing for this use case currently occurs on a Windows Server 2008 R2 box with Routing and Remote Access
Service (RRAS). RRAS is an easy-to-use server role within Windows Server and the existing 172.24.144.0/22
VLAN 222 subnet is routed as shown below:

5 Routing and Remote Access

File Action View Help

s | ?mXE o= HBE

L
5 Routing and Remote Access

= % zg&:;:)t;?;x (local) Interface ~ Type IP Address Incoming bytes
E Network Interfaces 'E-'?xphysHosts Dedicated 172,24.1.2 2,775,423,837
_';j_ Remote Access Logging &F gt;rw\;tvgrk LDedicbat;d gi [2’364i1 31,527, 501
o] @& IPv4 4F LOOpDa! 00pba 0.0,
B, = General ‘a?lntemal Internal Not available -
_3' Static Routes For POC dvPgTest Dedicated 172.24.144.1 2,593,030,922
-_9__' IPv6 E»?For POC dvPgDev Dedicated 172.24.140.1 0
E:?AIHostsGrid03 Dedicated 172.24.9.1 14,545,960
a?AIHostsGridOZ Dedicated 172,24.8.65 14,546,152
%MHosmGridO 1 Dedicated 172.24.8.1 14,546,152
EEAIAppsGridM Dedicated 172.24.136.1 14,546,152
%?AIADDSGridOZ Dedicated 172.24.132.1 14,546,280
23 AlappsGrido 1 Dedicated 172.24.128.1 2,912,424

The above shot details which interfaces the Windows Server software routing function (RRAS) provides routes
for. In other words, traffic between different subnets will not flow unless a router knows how to send network
packets from one subnet to the other (which is the simplest definition of a routing function | can think of).

What the screenshot indicates is that a network interface card (NIC) named “For POC dvPgTest” exists on the
Windows Server box. This NIC is created within the virtualized VMware vSphere environment as follows:
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C:xWindowsssystem32>ipconfig
Windows IPF Configuration

ROUTERRBB2RX
armycloud.cloud.army.mil
Hybrid

Yes

No
armycloud.cloud.army.mil

Host Mame . . . . .
Primary Dnz Suffix
Mode Tuype . . . . .
IF Routing Enabled.
WINE Proxy Enabled.
DHE Suffix Search List.

Ethernet adapter For POC dvPgTest:

Connection—specific DHE Suffix
a Description . . . . . . . . . . Intel<R> PRO-1888 MI Hetwork Connection H#

Physical Address. . . . . B-58-56—86—-5A—1F

DHCF Enabled. . . . . . . No

Autoconf iguration Enabled Yes

IPv4 Address. . . . . . 172.24.144 . 1<Preferred>

Subnet Mask . . . . . . 255.255.252.8

Default Gateway . . . .

MetBIOE over Tcpip. . . Enabled

In the screenshot above, the “Ethernet adapter” (NIC) named “For POC dvPgTest” has a physical address of 00-
50-56-86-5A-1F. That address is formally known as Machine Access Code (MAC) address and is provided by the
vSphere environment as shown:

2] ROUTERX002RX - Virtual Machine Properties )

Hardware | Options | Resources | Profils | vServices | Virtual Machine Version: 7

—Device Status
[ Show All Devices Add... | Remove | ¥ Connected
Hardware | Summary | ¥ Connect at power on
Bl Memon 3072 MB
o crus ! The VMware viphere —Adapter Type

" " i i O t adapter: E1000
[ video card Nli(c::r‘t roup as%‘?ucégtcggdw'th the urrent adapter
~
= VMCIdevice Restricted MAC Address " The virtual NIC
@ sCsI controller 0 provided by VMware
= Hard disk1 vSphere
& coovDdriver  ClientDegice [ Automatic " Manuzl environment...
BB Network adapter1
ER Network adapter2 [~ DirectPath 1/O
BB Network adapter3 dvPgAppLogicAppsing.. Status: Mot supported &)
Network adapter4 dvPgAppLogicAppsGrd.
it ' F gapp g. R . —MNetwork Connection
BB Network adapter5 dvPgApplLogicHostsGhd.. >Fr_
) . ! ) etwork label: —-.]

BB Network adapter6 dvPgApplLogicHostsGhd..
BB Network adapter7 dvPgAppLogicHostsGrd.. IdVPQOVDCtEStCAM (dvSwitchCloudMgmt) ﬂ
BB Network adapter8 dvPg¥M Network (dvSw... WFort: 2656
BB Network adapter g dvPgOvDCDev (dvSwitc... Switch to advanced settings
BB} Network adapter 10 dvPgOvD CtestCAM (dv... |

What the above shot means is that the NIC (“Ethernet adapter”) configured on the software router is
associated with the VMware vSphere “portgroup” named dvPgOvDCtestCAM; one more trip up the food chain
indicates that this portgroup is associated with the VLAN 222 we have looked at thus far:

Cisco - Software Router Migration

Page 10



Cisco Routers: Migrate from Software to Hardware Routers

%3 dvPgOVDCtestCAM Settings

— Policies

General

Policies VLAN
Security .
Traffic Shapin VLAN type: I'l.-'L.E\N ﬂ

VLAN ID:

Teaming and Failowver
Resource Allocation 222
Monitoring
Miscellaneous
Advanced

Finally...at the end of the day a real, honest-to-goodness network card must be associated with this
dvPgOvDCtestCAM portgroup. The following shows that the network card is one that is named
“dvUplinkStandard”:

it dvPgOVDCtestCAM Settings

— Policies
General
Policies Teaming and Failover
Security S - N
Traffic Shaping Load Balanding: IRnuhe based on criginating virtual port j
VLAMN J S -
——— — Metwork Failover Detection: ILlnk status only j
Resource Allocation Motify Switches: Yes -
Monitoring I J
Miscellaneous Failback: IYes j
Advanced
Failover Order

Select active and standby uplinks. During a failover, standby uplinks activate in the
order specified below,

Mame |

Active Uplinks
[ dvUpIinkSEndardl.,
Stan Uplin

Unused Uplinks
dvlplinkSorage

Move Up

Mowve Bown

This is a real network card
that is connected to the
Hitachi CB2000 switchport

dvUplinkEgress L
dvUplinkvMation g0/s, which is connected
dvUplinkStorageR to uplink go/4 from the
dvUplinkLegacy previous sections.

What all of this means is that for this use case we want to perform the following:

1. Make sure the Cisco 3560-G switch is VLAN trunked to the same switchport and — ultimately — the same
NIC as the existing Windows Server software router.

2. Remove the Windows Server NIC (“Ethernet Adapter”) from the software routing function (RRAS).

3. Give the VLAN on the Cisco 3560-G switch the same IP address as is currently held by the Windows
Server software router (172.24.144.1).

4. Update all “static routes” on the existing software routers such that current traffic magically works — the
only downtime should be the time between disabling the NIC on the Windows Server and applying the
same IP address (172.24.144.1) to the appropriate VLAN on the Cisco 3560-G switch.
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The next section walks through these steps, and results in a successful migration from the current software
router to the Cisco 3560-G based hardware router.

2.3.5 Migrate Router from Software to Hardware

This section covers the physical migration from the software router (currently IP 172.24.144.1) to the Cisco
3560-G switch. Follow these steps:

1.

Prepare Cisco 356G for routing.This is easy; within the global configuration just use the following

command:

ip routing

That’s it...the Cisco 3560-G will now perform Layer 3 (Internet) routing for us. Of course, we have more
work to do to actually migrate the current VLAN 222 172.24.144.0/22 routing function to the Cisco but
we’re getting there J

Assign router (gateway) IP to the Cisco 3560Windows Server uses the term “gateway” instead of
“router” but the two terms mean the same for our purposes. On the Cisco 3560-G switch, use the

following commands from configuration mode:

interface Vlan222

description dvPgOvDCtestCAM
shutdown

ip address 172.24.144.1 255.255.252.0
no ip redirects

Quick notes on the above:

a. interface Vlan222 — creates the “VLAN interface” to which an IP address can be assigned.

b. description dvPgOvDCtestCAM — This is simply a logical name for te VLAN interface.

c. shutdown - This is the command that makes it safe to assign the same IP address as is already in
use by the Windows Server software router. Until we apply the “no shutdown ” command to this
VLAN interface, the Cisco switch will not listen on and attempt to respond to network traffic
destined for 172.24.144.1.

d. ip address 172.24.144.1 255.255.252.0 — This is a money shot...and probably confusing
to you if you think like | do. Basically, aren’t we reassigning an existing IP address (currently in use
by the Windows Server software router) to the Cisco switch? The answer is “yes” but this is not a
problem because of the “shutdown ” command above. Also because of the “ip routing "
command applied to the Cisco switch as a whole then — to a large degree — routing is already setup.

e. no ip redirects — This is a security measure; technically it prevents the Cisco switch from
responding to ICMP requests with a more direct route to a destination. For our purposes, we want

*all* network traffic always to go through the routes we specify explicitly.

Remove interface routing on existing software routén the Windows Server software router, locate
and right-click the interface being routed within RRAS management, then select to delete that
interface:
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Server Status
E % ROUTERX002RX {ocal) e LTI IP Address
B Network Interfaces 2 xPhysHosts Dedicated 172,24.1.2
3 Remote Access Logging &F E?\JMNetwnrk Dedicated 172.23.4.1
= B pva E?Lnnpback Loopbadk 127.0.0.1
E General Internal Mot available
Bl Static Routes [ Dedicated
E IPvE E&For POC dvPgDev Update Routes
%:::Ezzg::g; Show TCP/IP Informaton... 43,65
E?AIHostsGrile Show Address Translations. .. 5.1
22 alappsGridos Show IP Addresses... b4, 136. 1
22 alappsGridoz2 Sl T2 4,132.1
E?Al.ﬁ.ppsGrile Show TCP C.onnechons. i 41251
Show UDP Listener Ports. ..
Refresh
Properties
Help

Next, locate the network interface adapter and disable it:

Q\h Jo | £ v Control Panel ~ Network and Internet + Network Connections v

Organize ¥

AlAppsGrid0 1
Unidentified network

AlHostsGrid01
Unidentified network

For POC dvPgDev
Unidentified network

xPhysHosts
Network 3

Intel(R) PRO/1000 MT Network Conn...

Intel(R) PRO/1000 MT Network Conn...

Intel(R) PRO/1000 MT Network Conn...

Intel(R) PRO/1000 MT Network Conn...

Disable this network device  Diagnose this connection  Rename this connection >

AlAppsGrid02
d Unidentified network
=27 Intel(R) PRO/1000 MT Network Conn...

AlHostsGrid02

__ Unidentified network

@7 Intel(R) PRO/1000 MT Network Conn...
For POC dvPgTest

@ Unidentified network

@ Intel(R) PRO/1000 MT NejuadeCans
Status
Diagnose

‘“;‘ Bridge Connections

N

At this point — you have loss of availability to that subnet:

Cisco - Software Router Migration
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C:\Users\andy.d.bruce>ping 172.24%.144 .1

Pinging 172.24.144.1 with 32 bytes of data:

Reply from 172.24.1.2: TTL expired in transit.
Reply from 172.24.1.2: TTL expired in transit.
Reply from 172.24.1.2: TTL expired in transit.
Reply from 172.24.1.2: TTL expired in transit.

Ping statistics for 172.24.144.1:
Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),

4. Enable IP address on Cisco hardware rouBaick on the Cisco 3560-G switch, use the “no shutdown ”
command for the physical interface (g0/4 in our use case) and the VLAN which has the router IP
172.24.144.1 assigned

(Vlan222 in our use case):

5. Configure routing tables on Cisco hardware routgtill on the Cisco switch, ensure that the
172.24.144.0/22 network will be properly routed. Because the network is now directly connected,
routing occurs automatically; basically, just ensure that no “ip route  ” command exists for this routed
subnet.
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no ip route 172.24.144.0 255.255.252.0 172.24.4.1
Next, ensure that the 172.24.144.0/22 subnet shows up as a direct connection using “show ip

route ” command:
d fi

6. Update routing on other routersFor this use case we are using “static” routing which means that any
route updates must be applied manually. On the Windows Server software routers, applying route
updates is easy (although static routing is only good for very small environments like our test lab):
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File Action View Help

as|sEc= HE

__ﬂ‘- 59utjng and Remote Access Static Routes
&) Server Status S R i
B 2 ROUTERXD02RX (local) mar e cINork ma: SEnay
E Network Interfaces =) 172.24.9.64 255.255.255.192 172.24.1.3
&3 Remote Access Logging & F B 172.24.12.0 255.255.252.0 172.24.1.1
=B pva 5 172.24.40  255.255.252.0  172.24.1.1
E General 5 172.24.3.0  255.255.255.0 172.24.1.1
BT Static Routes 5 172.240.0 255.255.255.0  172.24.1.1
& B IPve 5 172.20.0.0  255.255.128.0 172.24.1.1
IPv4 Static Route 21|
Routable me—J0teface: !XPh)'SHOSH =l
subneton | [172. 24 142 0
Cisco switch.., =
Network mask: | 255255 252 . 0
Gateway: &172 L2401 . 3u
Metric: 256 = \\
IP address that
software routers
v QteﬁmwowéhzmmﬁedemamidﬁhnwwmcmmE,USEto -
communicate
with Cisco switch
For more information
ok | Cancel |

The migration has now occurred and all routing can be verified.

2.3.6 Verify Routing Migration

Find a system running on the migrated subnet 172.24.144.0/22 — in the shot below, we set this up on a
Windows server:

C:~\Windows“systemd2>ipconfig

Hindows IP Configuration

Ethernet adapter ULAN222-172.24.144.72-22:

Connection—specific DNS Suffix
IPv4 Address. . . . .
Subnet Mask . . . . .
Default Gateway . . .

172.24.144.72
2h5 205 V252 .Y
172.24.144.1

We can see that the machine with IP 172.24.144.72 has been setup on the 172.24.144.0/22 subnet. Next, from
any other connected machine (preferably on a different subnet) using the ping , tracert , or ipconfig
commands to verify routing:
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C:\windows\system32>ipconfig

Windows IP Configuration

Ethernet adapter Local Area Connection:

Connection-specific DNS Suffix

IPv4 Address. . . . . . . . . . . :[172.24.4.52
Subnet Mask . . . . . . . . . . . : Z255.7255.7252.@
Default Gateway . . . . . . . . . : 172.24.4.1

C:\windows\system32>tracert -d|172.24.144.72

Tracing route to 172.24.144.72 over a maximumiof 30 hops
1 <1 ms <1 ms <1l ms 172.24.4.1

Z 2 ms 32 ms Z2ms 172.24.1.3
3 {1 ms {1 ms {1 ms 172.24.144.72

Trace complete.

In the above shot, the local Windows machine 172.24.4.52 is on a completely different subnet than the
172.24.144.0/22 route we are migrating. We can see from the tracert command that routing is working
correctly: the ICMP packet goes to the local gateway 172.24.4.1, which then routes to the Cisco 3560-G switch
172.24.1.3, and the Cisco switch finally completes the route to the test destination 172.24.144.72 (the other
Windows server).

At this point the software router function has been migrated for this interface.

2.4 Use Case #2: Migrate “Access” Subnet

This next use case is more of the same, but concentrated to get just the steps necessary for a typical migration.
Remember that setting up routing on the Cisco 3560-G switch involves almost all of these steps — it is only the
removal of existing routing information that differentiates a routing “migration” from a brand-new routing
setup.

1. ldentify VLAN tag and IP subnétthe “Access” subnet is the out-of-band management network that
allows admins to plug into authorized switchports, receive a DHCP IP address, and connect to internal

boxes. For this use case the VLAN tagis 211 and the IP subnet is 172.24.3.0/24 with a gateway of
172.24.3.1. Currently, a Windows Server software router handles this function.

2. Plan VLAN trunking at each switchport for each swittour lab, we have the NetGear switches (top-
of-rack solution), the Cisco 3560-G, and the Hitachi CB2000 switches. Here’s a handy table that can be
used to track switches / switchports and ensure that VLAN trunking has been configured:
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Table 1: Switch Update Table

Switch Switchport | Function Updated?
NetGear 1/g4 Link to Cisco 3560-G g0/4 switchport

GS748TS

NetGear 1/g26 Link to Hitachi CB2000 switch 0 switchport g0/1

GS748TS

Cisco 3560-G g0/4 Link to NetGear 1/g4 switchport

Hitachi CB2000 | g0/1 Link to NetGear 1/g4 switchport

switch 0

In the above very simple layout, you can see that the NetGear switchport is the glue connecting the
Cisco 3560-G and the Hitachi CB2000 switches.

3. Implement VLAN trunking for each switchihis is a repeat of the previous use case so only the salient
points highlighted here:

a. Cisco 3560-G: First, create the VLAN interface from configuration mode:

vlan 211

name "211 - dvPgAccess"
state active

no shut

Second, ensure that the VLAN is trunked to the switchport using your table above:
int g0/4

switchport trunk allowed vlan add 211

That should be it for the Cisco switch.

b. Hitachi CB2000 switch 0: Same steps as for the Cisco switch; create the VLAN and ensure it is
tagged to the trunk switchport:
vlan 211
name "211 — dvPgAccess"
state active
The trunk switchport config is below:
intg 0/1
switchport trunk allowed vlan add 211
That configures the Hitachi switch.

c. NetGear GS748TS switch: This switch allows only Web configuration, the following shows the VLANs
setup for the switch:
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Switching QoS Security Monitoring Maintenance

Ports | LAG | VLAN | STP | Multicast | Address Table

VLAN Configuration

VLAN Configuration

Advanced
default Default
I_ 200 RESERVED Static
o TEST Static
oz TEST2 Static
oz TESTS Static
The VLAN tag...
204 TEST4 Static
r ozs TESTS Static
' 210 Management Static
I I 21 Access Static |
LR PR T Chmbinm
Also be sure that the appropriate switchports (ports 4 and 26 for this use case) are associated with
that VLAN:
System Switching QoS Security Mon

Poris | LAG | VLAN | STP | Multicast | Address Table

Basic VLAN Membership

# VLAN Configuration VLAN Membership

vuan 10 B
# Port PVID -
Configuration VLAN Name ACCRSS
VLAN Type static

These ports "%
*must* be setup
to permit the VLAN tag... 01 02 0z]04]05 06 07 03

4. Setup the VLAN IP address on Cisco rownply login to the router and set the interface

information; keep the interface shutdown until you are ready to continue:
interface Vlan211

description dvPgAccess

shutdown

ip address 172.24.3.1 255.255.255.0

no ip redirects
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The IP address is now ready to go.

5. Disable existing routingObviously this occurs only if you are migrating a routing function from an
existing router. If you are setting up a brand-new route, you may skip this step. For our use case, we
simply disable the routing function from the RRAS management screen:

E5) Server Status
= %_ (local) Interface Type IP Address

'8 Network Interfaces EL?Loopbad( Loopback 127.0.0.1
£3 Remote Access Loaging & F ‘a?lnternal Internal Not available
ERCRCT 'E?vagVM Network - vCloud Dedicated 172.24.12.1
_"g_ General 'a.?vagVM Network Dedicated 172.24.4.1
B Static Routes E:?vagPowerCﬂ Dedicated 172.24.16.1
E IGMP 'a»?vagPhysHosts Dedicated 172.24.1.1
E NAT 'E:.?vagLegacy Dedicated 172.24.0.1
[+ _E_‘ IPv6 'Et?vagEgress Dedicated

22 dvPgDMZ

Dedicated 172.20.0.1
i dvPgAccess i

dicated 172.24.3.1

Update Routes

Show TCP/IP Information. ..
Show Address Translations...
Show IP Addresses...

Show IP Routing Table. ..
Show TCP Connections...
Show UDP Listener Ports...

Next, we disable the network interface from that router:

¥ Control Panel\Network and Internet\Network Connections
. N
L€ 1Ok

Organize v  Disable this network device  Diagnose this connection R

&/ v Control Panel ~ Network and Internet ~ Network Conne

dvPgAccess dvPgDMZ
Unidentified network “  Unidentified
dg Intel(R) PRO/1000 MT Network Conn... 7 Intel(R) PRC

dvPglLegacy PhysHo

Unidentified network ntified
7 Intel(R) PRO/1000 MT Ne  Diagnose (R) PRC
dvPgVM Network ¥y Bridge Connections VM Net
R omve G [
] Rename
"‘}l' Properties

As with the previous use case: we immediately lose routing to that subnet.

6. Setup routeslf you are using a dynamic routing protocol like Routing Internet Protocol (RIP) then this is
done automatically. For our use case, we use static routing. All we have to do is go into the existing
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software router that used to provide the 172.24.3.0/24 subnet routing function, and setup a static route
to indicate that the Cisco 3560-G switch now provides that function.

B Routing and Remote Access Static Routes
g server Status —
i {ocal) Destination Network mask Gateway Ir
‘-)ﬂ NEG It = 172.24.9.64 255.255.255.192 172.24.1.2 d
3 Remote Access Logging &F _ﬂ_ 172.24.8.64 255,255.255.192 172.24.1.2 d
= E Pv4 = 172.24.144.0 255.255.252.0 172.24.1.3 d
E General _;‘3_ 172.24.140.0 255,255.252.0 172.24.1.2 d
g Sl d:C Nl 1Pv4 Static Route | 2] x
& 16MP
C nterfface: vPg osts v
__ 3 NAT Intert dvPgPhysH
& = IPv6
Destination: 172.24 . 3 . 0
Network mask: 255.255.255. 0
Gateway: 172. 24 . 1 3
Metric: 256 =
Too easy!

7. Verify correct operationsFrom any other machine, verify that you can ping the gateway address
provided by the Cisco 3560-G switch (172.24.3.1). In the shot below, we use one of the machines on the
172.24.3.0/24 subnet and verify we can ping a destination on another subnet.

C:\Users\andy.d.bruce>ipconfig

Windows IP Configuration

Ethernet adapter Local Area Connection:

Connection-specific DNS Suffix . : armycloud.cloud.army.mil
IPVY4 Address. . . . . . . . . . . : 172.24.3.151

Subnet Mask . . . . . . . . . . . : 255.255.255.0

Default Gateway . . . . . . . . . : 172.24.3.1

C:\Users\andy.d.bruce>ping 172.24.4.52

Pinging 172.24.4.52 with 32 bytes of data:

Reply from 172.24.4.52: bytes=32 time<lims TTL=126
Reply from 172.24.4.52: bytes=32 time=1ms TTL=126
Reply from 172.24.4.52: bytes=32 time<lims TTL=126
Reply from 172.24.4.52: bytes=32 time=1ms TTL=126

b.
b.
b.
b.

Ping statistics for 172.24.4.52:

Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),
Approximate round trip times in milli-seconds:

Hinimum = Oms, Maximum = 1ms, Average = Oms

Remember that for ping to work that routing must be correct for both directions (source and
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destination). Thus, since our ping worked to a host on another subnet, we know that routing is correct.

This second use case has repeated most of the steps from Use Case #1 above, but with much less discussion and
more concentration on the steps. This same approach can be used to perform the route migration and
verification for any subnet.

3.0 Some Final Thoughts...

This paper has covered very detailed routing steps from a real-world use case: assisting in the evolution of a
fully-functional network lab to a more scalable and powerful infrastructure. It has led the reader through the
specific steps required to create VLANSs, configure trunked ports, setup routing infrastructure, and verify router
functions using the test lab as an example.

This paper is designed to be one of many such hands-on and security-focused works that aim to provide a
usable and workable network infrastructure environment for implementation by system administration and
information assurance professionals. We hope this paper has been useful to you and that you can use it in your
own network infrastructure. Be sure to visit the FITSl.org site for more hands-on and practical computer
security techniques, and let us know what other papers we can provide.
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